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ABSTRACT 

This work is about seasonal autoregressive integrated moving average (SARIMA) 

modeling of monthly rainfall of Rivers State of Nigeria from 1981 to 2016. The time plot 

shows seasonality of period 12 months as typical of rainfall data. Even though the 

Augmented Dickey Fuller test of unit root ceritifies the series as stationary the 

correlogram shows an undulating sinusoidal pattern of seasonality of period 12, as 

expected. The correlogram shows positive spikes at lag 12 and comparable spikes at the 

autocorrelation function (ACF) at lags 11 and 13 and spikes at lags 12 and 24 on the partial 

autocorrelation function (PACF). This suggests the involvement of a seasonal 

autoregressive order of 1 or 2 and a moving average non-seasonal order of 1 and a seasonal 

order of 1. This means the involvement of a SARIMA(0,0,1)x(1,1,1)12 model. Other models 

worth testing are SARIMA(0,0,1)x(2,1,1)12 model and a SARIMA(1,0,1)x(0,1,1)12 model. By 

AIC and R
2

 the lattest model was chosen. The correlogram of the residuals showed no 

significant spike, an evidence of model adequacy. The forecasts of 2017 were obtained 

finally. 
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INTRODUCTION AND LITERATURE REVIEW 

Rivers State is one of the six states in the Niger Delta of the South South of 

Nigeria. The major occupation of dwellers of this state is agriculture (fishing 

and farming). The major livelihood of this people is rain dependent. The state 

would have benefited more in agriculture if farmers had access to reliable and 

efficient timely rainfall forecasts like these ones obtained here. This study 

would also benefit other sectors in the state that depend on reliable forecasts 

of climatic conditions such as tourism and industries. Data covering from 

1981 to 2016 were obtained for this study. So many works have been done by 

different researchers on rainfall. 

 

Chonge et al. (2015) used general autoregressive integrated moving average 

(ARIMA) family to fit a time series model to rainfall pattern in Uasin 

Gishu County of Kenya. Their result was that a SARIMA(0,0,0)x(0,1,2)12 

best fitted the Kapsoya historical rainfall data. Inderjeet and Sabita (2008) 
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employed seasonal ARIMA model for prediction of temperature and rainfall 

on monthly scales for the state of Uttar Pradesh of India. They used periodic 

data to formulate the SARIMA model and in determination of model 

parameters. The performance evaluation of the model was carried out on the 

basis of correlation coefficient (R
2
) and Root Mean Square Error (RMSE). 

Their result showed that the SARIMA approach provided reliable and 

satisfactory predictions for rainfall and temperature parameters on monthly 

scale. 

 

 Cowden et al. (2010) examined stochastic rainfall modeling in West Africa. 

They examined two stochastic rainfall models: Markov Models (MMs) and 

Large Scale Weakening (LARSWG). A first order Markov occurrence model 

with mixed with mixed exponential amount was selected as the best option 

for unconditional Markov models. They concluded that there was no clear 

advantage in selecting Markov models over the LARSWG model for 

Domestic Rainfall in West Africa. 

 

Farajzadeh et al. (2012) assessed the modeling of monthly rainfall and run off 

of Urimia Lake Basin of Iran using Feed-Forward Network (FFNN) and 

Time Series Analysis Models (TSAM). They applied an ARIMA model to 

forecast the monthly rainfall in Urimia Basin and found that the estimated 

values of monthly rainfall through Feed-Forward Neural Network were close 

to ARIMA model with coefficient of correlation 0.62 and the Root Mean 

Square Error (RMSE) of 12.43. 

 

Bari et al. (2015) built a SARIMA model using Box and Jenkins a(1976) 

method to forecast long-term rainfall ion Syihet City in Bangladesh. The 

used rainfall data from 1980-2010 of Syihet Station to build and check the 

model. The rainfall data from 1980-2006 were used to develop the model while 

the data from 2007-2010 were used for checking and forecasting. Their result 

showed that SARIMA(0,0,1)x(1,1,1)12 was found most effective to predict 

future precipitation with 95% confidence interval. Jabrin et al. (2014) 

employed a SARIMA method to model and forecast rainfall pattern in Kano 

State, Nigeria. From their findings, the method of estimation and the model 

diagnostic revealed that the SARIMA(0,0,0)x(1,1,1)12 adequately fitted the 

data. 
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Ogunrinde (2012) also used Box-Jenkins methodology to build a SARIMA 

model for time series of rainfall of Lagos State and also used SARIMA 

(2,0,0) model in applying time series to model rainfall in Maiduguri, North 

Eastern Nigeria. After some diagnostic tests, he found that an SARIMA 

(1,1,0) model provided a good fit for the rainfall data of Maiduguri and also 

found that the model was appropriate for the short-term forecast. Eni and 

Adeyeye (2015) worked on rainfall data from Warri town in Nigeria. They 

found that the model SARIMA(1,1,1)x(0,1,1)12 was adequate after meeting the 

criterion of model parsimony with the Residual Sum of Squares (RSS) value 

of 81.098, Akaike’s Information Criterion (AIC) of 281 and Schwartz’s 

Bayesian Criterion (SBC) value of 281. 

 

MATERIALS AND METHOD 

Data: 

The data for this work are from 2018 Statistical Bulletin_Real Sector, page 

c5.1, from the Central Bank of Nigeria website www.cbn.org .  

 

Sarima Modelling 

Let {Xt} be a time series. Suppose that it is stationary. It is said to follow an 

autoregressive moving average model of order p and q (denoted by ARMA(p, 

q)) if it satisfies the following equation 

Xt - 1 Xt-1+ 2Xt-2 + … + pXt-p = t + 1t-1+ 2 t-2+… + q t-q 

…………………………………………………………………………………(1) 

where the ’s and ’s are constants such that (1) be both stationary and 

invertible and {t} is a white noise process. 

Equation (1) may as well be written as  

A(L)Xt = B(L)t      

………………………………………………………………………………….(2

) 

where A(L) = 1 - 1L - 2L
2
 - … - pL

p
 and B(L) = 1 + 1L + 2L

2
 + … + qL

q
 

and L is the backshift operator defined by L
K
Xt = Xt-k.  

 

If {Xt} is not stationary according to Box and Jenkins (1976, 2004), a certain 

difference of {Xt}, ∇𝑑 (Xt), might be, where ∇ = 1 –L and d is a positive 

integer. Then if {Xt} is replaced by ∇𝑑 (Xt) in (1), the model becomes an 

autoregressive integrated moving average of order p, d, q, denoted by an 

ARIMA(p, d, q), in {Xt}. If the series is seasonal of period s, it is said to 

http://www.cbn.org/
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follow a seasonal autoregressive integrated moving average model of order (p, 

d, q)x(P, D, Q) (denoted by a SARIMA(p ,d, q)x(P, D, Q)s) if 

A(L)(L
s
) ∇𝑑∇𝑠

𝐷
Xt = B(L)(L

s
)t   

…………………………………………………………………………………(3) 

where (L
s
) = 1 - 1L

s
 - 2L

2s
 - … - PL

Ps
 and (L

s
) = 1 + 1 L

s
 + 2 L

2s
 + … + 

qL
Qs

 and ∇𝑠
𝐷

 is the seasonal difference operator such that ∇𝑠 = 1-L
s
. Here P 

is the seasonal autoregressive order; Q is the seasonal moving average order; 

the ’s and the ’s are the seasonal autoregressive and the seasonal moving 

average parameters. 

 

In practice, an autoregressive component of lag p is identified when the ACF 

cuts off at lag p and a moving average component of order q when the partial 

autocorrelation function cuts off at lag q. Stationarity of a time series is 

assured if the Augmented Dickey Fuller (ADF) unit root test is significant. 

 

Computer Software 

Eviews 10 shall be used throughout this work. It is based on the maximum 

likelihood estimation procedure.      

 

 RESULTS AND DISCUSSION 

The time plot of Figure 1 is typical of rainfall data as it shows seasonality of 

period 12 months, with the peaks around the middle of the year and the 

troughs around the end of the year and with no noticeable secular trend. The 

Augmented Dickey Fuller (ADF) unit root test of Table 1 gives an 

impression that the series is I (0) i.e. stationary.  However the correlogram of 

Figure 2 shows a sinusoidal pattern of period 12 months with peaks at 

multiples of 12 lags and the troughs midway between the peaks. This shows 

clearly that the series is seasonal of period 12 months and no seasonal data is 

stationary. 

 

A seasonal (i.e. 12 monthly) differencing is done to rid the series of the 

seasonality and make it stationary as evidenced by the ADF test of Table 2. 

The time plot of Figure 3 shows the differenced series devoid of any 

seasonality and trend. The correlogram of the differenced series of Figure 4 

shows positive spikes at lag 12 and comparative spikes at lags 11 and 13 in the 

ACF. This indicates a seasonal moving average component with a non-

seasonal component of order one and a seasonal component of order one. The 

PACF has spikes at lags 12 and 24 indicating a seasonal autoregressive 
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component of order 2. Therefore the models entertained are as given in Table 

3 and their AICs and R
2
’s.  Based on Table 3 data, the model chosen was the 

SARIMA(1,0,1)x(0,1,1)12 model given in Table 4 by 

∇12 Xt = -0.8810∇12 Xt-1 + 0.8890t-1 – 0.9867t-12 – 0.9024t-13 + t, �̂�2 = 6272 

…………………………………………………………………………….….. (4) 

where Xt is the monthly rainfall data in Rivers State at time t. This model (4) 

is certified adequate by the correlogram of its residuals if Figure 5. All spikes 

are within 95% confidence limits. 

Table 5 gives forecasts of 2017 based on model (4). 

 

  

Figure 1: Time Plot of monthly rainfall in Rivers State 

Table1: Augmented Dickey Fuller Test of the original data  
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Figure 2: Correlogram of the original data 
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Figure 3: Time Plot of the seasonal difference of the original data 

 

 

Table 2: Augmented Dickey Fuller Test for the seasonal difference 
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Figure 4: Correlogram of the seasonal difference 

 

Table 3: Statistics of two suggested models 

SARIMA Model AIC R-Squared 

SARIMA(0,0.1)(1,1,1)12 11.71313 0.498724 

SARIMA(1,0,1)(0, 1,1)12 11.71225 0.512513 

SARIMA(0,0,1)(2,1,1)12 11.71571 0.496031 
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Table 4: Estimation of the SARIMA(1,0,1)x(0,1,1)12 model 

 

 

 

 

Figure 5: Correlogram of the residuals of the SARIMA(1,0,1)X(0,1,1)12 model 
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Table 5: 2017 forecasts 

Time Forecast 

January 2017 

February 2017 

March 2017 

April 2017 

May 2017 

June 2017 

July 2017 

August 2017 

September 2017 

October 2017 

November 2017 

December 2017 

January 2018 

18.4 

60.9 

112.0 

162.7 

249.2 

305.7 

332.4 

330.8 

355.9 

256.2 

82.3 

30.9 

17.5 

 

CONCLUSION 

The model (4) gives an adequate representation of the data. By it forecasts 

have been made for the year 2017 and January 2018. Planning may be done on 

its basis by agriculturists, tourists, planners and administrators. We 

recommend that further research could focus on investigating the 

effectiveness of the fitted SARIMA model by comparing it to weather 

conditions of other states which were not considered in this work. 
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